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Behavior analysts have always been in-
terested in complex human behavior. But
the quantity of basic empirical research
conducted with human subjects has
grown enormously over the past 10 years
or so, and the excitement, energy, and
enthusiasm ofthose engaged in this work
are evident. Presumably the results ofthis
activity have implications for our basic
understanding ofhuman behavior as well
as for applications of this understanding.
It may be a good time to pause and take
stock, which is what a book like Human
Operant Conditioning and Behavior
Modification can encourage us to do.
The book is an edited collection of 11

chapters containing useful, important,
intriguing, irritating, and provocative
material. Several chapters focus on clin-
ical application. The topics include a re-
view of token economies (Chapter 7 by

Davey, G., & Cullen, C. (Eds.) (1988). Human
operant conditioning and behavior modification.
Chichester, England: Wiley. pp. ix + 270. (ISBN
0-471-91637-4). This review is the product of a
series of seminar discussions among two faculty
members (RLS and PSL) and several graduate stu-
dents that took place during the fall semester, 1988.
Each participant made substantial and effective
contributions, through short papers and oral com-
ments, to the final product. Thus, the order of au-
thorship after the second is somewhat arbitrary.
Our reactions to the book were strongly influenced
by our having studied together Skinner's Verbal
Behavior and Zuriffs Behaviorism: A Conceptual
Reconstruction. V. Soyars had not been part ofthose
earlier discussions since she just joined our group
this past fall (1988). We thank Frank Russell, Ker-
Neng Lin, Steven Jones, and Stephanie Sergent for
helpful comments. The work was supported byNSF
Grant BNS-8519215 to UNCG. Address corre-
spondence to R. L. Shull or P. S. Lawrence, De-
partment of Psychology, UNC-Greensboro,
Greensboro, NC 27412.

Kazdin), discussions of neurological
problems in clinical populations and their
relevance to behavioral intervention
(Chapter 6 by Wood), descriptions ofrel-
atively recently discovered phenomena
from the animal laboratory that might
have applied implications (Chapter 4 by
Epling and Pierce), and thoughtful anal-
yses of problems confronting the further
development of applied behavior anal-
ysis (Chapter 2 by Cullen). Other chap-
ters focus on more basic and conceptual
issues, including the implications of per-
formance differences between human and
nonhuman animals generated by sched-
ules of reinforcement (e.g., Chapter 5 by
Perone, Galizio, and Baron, and Chapter
10 by Wearden). Several chapters chal-
lenge the view that traditional behavior
theory is adequate as a comprehensive
account of human behavior (Chapter 1
by Davey, Chapter 3 by Schwartz and
Lacey, and Chapter 10 by Wearden). Still
other chapters suggest how certain as-
pects of human behavior, of interest to
psychologists who take a nonbehavioral
approach, might be studied and analyzed
from a behavior analytic perspective.
These include the study of social inter-
action (Chapter 9 by Buskist and Mor-
gan), the quantitative effect of reinforce-
ment (Chapter 11 by Bradshaw and
Szabadi), and selective attention (Chap-
ter 8 by Baron, Myerson, and Hale).

Specialists will find the book useful in
much the same way that they would find
a journal on the topic useful. As would
be true for papers in a journal, the chap-
ters vary greatly in scope, approach, con-
tent, and purpose. The editors did little
by way of developing any larger organi-
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zation, any coherent framework, that
would help readers identify priorities.'
Davey's introductory chapter, for ex-
ample, is mainly a plea to take a cognitive
approach to human and nonhuman an-
imal behavior rather than a genuine in-
troduction that would alert readers to the
important issues and questions in the fol-
lowing chapters. Cullen's chapter (Chap-
ter 2) is far more useful because it asks
probing questions about basic and ap-
plied behavior analysis and mentions re-
search areas of obvious relevance to the
book's title. Yet it too bears little relation
to the specific material in subsequent
chapters. Adding further to the diversity,
at least two of the chapters are reprints
ofpapers published several years earlier.
Thus, although readers will find useful
material in the various chapters, the book
as a whole lacks coherence and integra-
tion, and so seems unlikely to be effective
either as an introduction to the field or
as a summary of its current state.
One could imagine a book where an

introduction identified a small set ofim-
portant questions that are then addressed
in each of the separate chapters. For ex-
ample, what new phenomena, interpre-
tations, controversies, and gaps in our
knowledge most urgently call for atten-
tion? Is there a specific body of new re-
search and theorizing that has special sig-
nificance for how we think about human
behavior or about behavior generally?
How has recent and ongoing research with
human and nonhuman animals shaped
basic behavior theory? Have applica-
tions, based on behavior principles, been
consistently more effective in some con-
texts than in others? Are the failures due
to faulty behavior theory or to faulty be-
havior analyses? Faulty behavior analy-
ses can result from incorrect specification
ofthe relation between the abstract terms
of the theory and concrete events. Are
there areas ofapplication where behavior
analysts could make a valuable contri-
bution but have not done so because of

I For a fine example of introductory and con-
cluding chapters that provide a framework for the
content of a multiauthored book, see Catania and
Hamad (1988).

ignorance of important work by nonbe-
havioral people (e.g., physiological, psy-
chodynamic, and cognitive psycholo-
gists)?
The introduction in its present form,

however, leaves unclear why some topics
were selected for treatment over others.
Were these selections made on the basis
of some general, systematic understand-
ing ofthe field, its history, and its future?
It seems odd, for example, in the absence
of any stated rationale, that work on ob-
serving (e.g., Dinsmoor, 1983, 1985) is
ignored except for a brief comment in
Chapter 10. Dinsmoor's analysis of ob-
serving, including the implications of S-
becoming a conditioned negative rein-
forcer, seems broadly significant. And it
seems odd that there is no discussion of
the work on stimulus equivalence rela-
tions (e.g., Sidman, 1986) and only brief
mention (Chapter 2) of analyses of clin-
ical phenomena based on Skinner's sys-
tem of verbal behavior (e.g., Ferster,
1972; Glenn, 1983; Kohlenberg & Tsai,
1987; Zettle & Hayes, 1982, 1986). In
short, we were hoping for more guidance
in the form of an overview about what
areas are most in need of empirical re-
search, scholarly review, and clear think-
ing.

Finally, we wonder about the wisdom
of including such a diversity of theoret-
ical approaches and languages (from
openly cognitive to behavioral) without
some clear introductory statement about
the nature, similarities, differences, and
implications ofthese different theoretical
approaches (cf. Zuriff, 1985, 1986). Di-
versity may be desirable, but it can lead
to confusion in the absence of a system-
atic treatment.
Davey (Chapter 1) begins the book by

suggesting that traditional behavior the-
ory is on the wrong track and that a dif-
ferent approach is needed. The approach
he favors is frankly cognitive. He asserts
that research with nonhuman animals as
well as with humans demands such a
view.
The modem conception of any kind of condition-
ing-whether it be operant or Pavlovian-is as a
complex information gathering process which uti-
lizes a variety of cognitive and information pro-
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cessing capacities in order to equip the organism
with knowledge about important relationships in
its environment or between its behavior and its
environment.... Furthermore, in humans at any
rate, these processes appear to be under the con-
scious control of the individual. [p. 2]

and,
An important goal of human operant theory is to
understand the processes by which humans come
to learn about the relationship between their be-
havior and its consequences, and how they translate
this knowledge into behavior. [p. 9]

We suspect that many readers would
require far more justification than is pro-
vided in order to be convinced of these
assertions. A skeptic might wonder, for
example, if these are statements about
the facts ofbehavior or about theoretical
preferences for interpreting behavior. We
appreciate that forceful arguments can be
and have been made in favor ofthe kind
of theoretical approach advocated here
(e.g., Dickenson, 1980; Killeen, 1984;
Roiblat, 1982; Tolman, 1932). But we
know of no set of data or line of argu-
mentation showing that we must reject a
behavior analytic, functional approach in
favor of a cognitive/information-pro-
cessing approach in order to deal effec-
tively with the subject matter (e.g., Ca-
tania & Hamad, 1988; Dinsmoor, 1983,
1986; Zuriff, 1985, 1986). Certainly no
such carefully developed line of argu-
mentation is presented here. Instead, the
case often seems to rely on emotion-
evoking rhetoric for its force (cf. Czu-
baroff, 1988), a few examples of which
follow (emphasis added):
The obsession with an analysis of operant condi-
tioning in terms ofcontrolling variables meant that
the study of the mechanisms (cognitive or other-
wise) underlying such learning was neglected....
[p. 1]
A second implication ofthe extrapolation from an-
imals to humans approach has been to gloss over
the nature of the mechanisms which mediate con-
ditioning in different species. [p. 2]
. . . and to extrapolate blindly without knowledge
ofunderlying mechanisms might frequently lead to
erroneous conclusions about the factors which de-
termine human operant performance. [p. 3]

An introductory chapter written along
these lines might have been effective if
the later chapters had focused specifically

on a comparison of behavioral and cog-
nitive approaches, providing sets of data
along with rational arguments showing
that a behavior analytic approach should
be rejected in favor of a cognitive ap-
proach. Lacking this, a balanced treat-
ment in the aggregate, equally critical of
both approaches, could have been useful.
Neither is the case, however.
There is, however, a more general con-

cern throughout the book about the ex-
tent to which the principles and concepts
of behavior analytic theory are adequate
to deal with human behavior. Here again,
the reader, disadvantaged by a lack ofany
general overview, has to extract the rel-
evant dimensions ofthe more general is-
sue from relatively isolated pieces. One
such dimension centers on the extent to
which the behavior ofhumans is similar
to and different from that of nonhuman
animals and on the interpretation ofthese
similarities and differences. The remain-
der ofour review will elaborate and com-
ment upon this theme.

It is hardly news to nonpsychologists
that the behavior of humans differs in
certain important respects from that of
nonhuman animals. Many of the differ-
ences are self-evident to anyone. But what
do these differences mean? Do they mean
that the science ofhuman behavior must
develop as a separate field? Or can re-
search with nonhuman animals produce
a coherent system ofprinciples, concepts,
and technical terms that helps us deal
more effectively with significant aspects
ofhuman behavior, perhaps including the
most complex forms ofbeha-vior such as
verbal behavior? The tradition ofbehav-
ior theory is that a useful system ofwide
applicability exists and can continue to
develop (e.g., Skinner, 1953, 1957). Be-
havioral phenomena that seem very dif-
ferent on the surface may come to be
understood as similar provided the phe-
nomena are viewed at the appropriate
level of abstraction.
Humans have been studied in proce-

dures that bear formal resemblance to
procedures used to study the operant be-
havior of nonhuman animals. Humans
press buttons and receive points accord-
ing to some schedule whereas nonhuman
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animals press levers and receive food pel-
lets. The intent of this work is to equate
procedures as much as possible and see
if the resulting behavior is similar. The
consensus is that there are large differ-
ences (Chapters 1, 5, 10; but see Chapter
5 for qualifications). But do such differ-
ences seriously challenge the generality
of behavior principles? They might if it
could be asserted that the two situations
really were equivalent. The assumption
of equivalence, however, seems highly
suspect (Chapters 5 and 10). Humans en-
ter our experiments with complex rep-
ertoires, verbal and nonverbal, that differ
in many ways from those of our non-
human animal subjects. Who would
doubt that these differences can matter?
A human can react as a listener, can talk,
and can react as a listener to his or her
own talk. We can tell our human subjects,
for example, that points received during
an experiment can later by converted to
money. In so doing, we make points func-
tion as significant experimental events for
our subjects. The histories and current
conditions that are responsible for such
effects are no doubt complex. One sus-
pects that far more than "points" are in-
volved in the control of our human sub-
jects' behavior. It would be very odd if
the effects of extensive social/verbal en-
vironments were erased when our human
subject entered the experimental cham-
ber. More likely, verbal and other so-
cially related events intrude into any ex-
periment with humans and generate
complex effects. Is there any reason why
such events would not function as rein-
forcers, discriminative stimuli, condi-
tioned stimuli, establishing stimuli, in-
structional stimuli, and as poorly
understood "repertoire-altering" stimuli
(cf. Michael, 1986)? And could not these
social/verbal events operate at both a
molecular and molar level, adding fur-
ther complexity? Is there any good reason
to suppose that a button-press for a hu-
man is equivalent as a response unit to
a keypeck for a pigeon? The operant as
a unit can function at very different levels
of molarity, depending on a variety of
conditions and histories (Marr, 1979;
Skinner, 1957; Thompson & Zeiler,

1986). Given these considerations, should
one not be more surprised when the per-
formances ofhuman and nonhuman sub-
jects appear similar than when they ap-
pear different under complex conditions?
Indeed, when the performances appear
similar, might one not fairly wonder
whether the similar outcomes in fact im-
ply similar controlling relationships?
Many of these differences and com-

plexities are identified in several chap-
ters, most notably those by Wearden
(Chapter 10) and by Perone, Galizio, and
Baron (Chapter 5). Interestingly, their
conclusions are quite different. Wear-
den's conclusion, like Davey's (Chapter
1), is that a cognitive approach to human
behavior is called for, although the rea-
soning that led him to this conclusion is
not described in sufficient detail to eval-
uate. Again, it is not at all clear to us why
these kinds of complexities, plausibly
identified, favor a theoretical approach
based on inferred cognitive processes and
an information-processing metaphor over
one based on environment-behavior re-
lations. Critics (e.g., Chapters 1, 3, and
10) assert that we have not developed a
compelling, rigorous, effective behavior-
al analysis of these complex phenomena.
We agree (cf. also Catania, 1986; Mi-
chael, 1986; Shimoff & Catania, 1988).
Yet we remain skeptical that other the-
oretical approaches offer greater promise
of a rigorous, effective analysis. Perone,
Galizio, and Baron (Chapter 5) see no
reason to abandon the behavioral ap-
proach. Nor have others who have rec-
ognized the complexities resulting from
speaking and listening repertoires (e.g.,
talking to oneself) (e.g., Ferster, 1972;
Goldiamond, 1962; Greenspoon &
Brownstein, 1967; Hayes, 1986; Shimoff
& Catania, 1988; Skinner, 1953, 1957,
1969; Verplanck, 1962).
Given the complexities arising from

speaking and listening repertoires, the
systematic implications of the human-
nonhuman performance differences un-
der schedules of reinforcement are going
to be enormously difficult to determine
(cf. Chapter 5). One might wonder, then,
exactly what purposes are served by
studying the performance of humans on
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schedules of point production in tightly
controlled laboratory arrangements.
Fundamental controlling relationships
are revealed with analytic preparations
chosen for their convenience relative to
the question and the experimental task
at hand. The principles are intended to
apply at a more abstract level of descrip-
tion. For example, the strengthening ef-
fects of reinforcement are most easily
studied with preparations where the re-
sponse and reinforcer are both brief, dis-
crete events, where preexperimental his-
tories have little systematic effect, and
where consequences of responding exert
little discriminative control. The princi-
ple of reinforcement, however, is as-
sumed to apply far more broadly -to sit-
uations, for example, where the relevant
events are not so readily apparent.

If the purpose is to investigate the
strengthening effects ofreinforcement, the
"human Skinner Box" might be an ex-
tremely poor analytic preparation. The
combination ofvariables, given the elab-
orate repertoires and social/verbal his-
tories, might simply be too complex to
permit straightforward relationships to
emerge. One could push onward in an
effort to determine precisely the basis of
human-nonhuman differences on sched-
ules, recognizing, as Perone, Galizio, and
Baron (Chapter 5) do, that such perfor-
mances are multiply and complexly de-
termined. Or one could take a different
approach, focusing on basic controlling
relationships and devising appropriate
preparations to investigate those rela-
tionships. Perhaps the "human Skinner
Box" is a highly suitable preparation for
studying complex forms ofstimulus con-
trol (Sidman, 1986) and instructional
control (e.g., Catania, Matthews, & Shi-
moff, 1982), even if it is not well suited
for studying the strengthening effects of
reinforcement. But perhaps there are bet-
ter preparations for studying these im-
portant phenomena.
The study ofinstructional control, and

especially self-instructions, is not going
to be an easy matter at all, however. Long
ago behaviorists rejected introspection as
an effective scientific method, mainly on
pragmatic grounds (Zuriff, 1985). Con-

sequently, behavior analysts tend not to
be experienced in dealing with verbal de-
scriptions of performance in experimen-
tal settings, and some of our work may
suffer from insensitivity to methodolog-
ical issues. Those embarking on such
work, therefore, would be well advised
to read Perone, Galizio, and Baron's
(Chapter 5) careful discussion of a num-
ber of methodological issues that arise in
this work.

Behavioral differences also can emerge
as a function ofphysiological differences.
Wood (Chapter 6) discusses these in the
context ofclinical neuropathology. Often
it is found that behavior principles ap-
pear not to work with certain clinical
populations. The tendency, then, may be
to question the generality of the princi-
ples. An alternative, implied by Wood's
discussion, is that differences in organ-
ismic conditions might be viewed as al-
tering aspects ofthe controlling relations
that we usually take for granted. For ex-
ample, conditioning might occur to un-
usual and unsuspected classes of stimuli.
Stimulus control by internal events might
be disrupted in particular ways. Partic-
ular training in "attention" (or observ-
ing) can have profound meliorative ef-
fects, as Wood demonstrates. Here,
clearly, is an area where people trained
in clinical neuropsychology and people
trained in behavior analysis should be
able to work productively together. The
facts of neurological effects do not de-
mand that we abandon our behavioral
approach in favor of an internally based
interpretative approach.
Where some of the chapters stress dif-

ferences in performance between human
and nonhuman animals under formally
similar circumstances, others (Chapters
3, 4, 7, 8, 9, and 11) stress similarities.
For example, several chapters (Chapters
4, 8, and 11) provide data and analyses
showing that Herrnstein's equation re-
lating the rate ofa response to its relative
reinforcement can describe the rate of
button pressing by humans under sched-
ules of point production. Hermstein's
equation emphasizes that the rate of a
response is influenced not only by its own
rate ofreinforcement but also by the total
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reinforcement in the context from all
sources. Herrnstein's equation can serve
as a reminder to practitioners of the im-
portant role played by alternative sources
of reinforcement in the maintenance of
a target response. Traditional statements
of the reinforcement principle do not so
forcefully draw attention to the context
ofreinforcement. Bradshaw and Szabadi
(Chapter 1 1) show, further, how the val-
ues ofthe constants in Herrnstein's equa-
tion might be used to distinguish classes
of clinical pathology. Baron, Myerson,
and Hale (Chapter 8) show how an ap-
plication of Herrnstein's equation can
contribute to an analysis of attentional
effects generated from a cognitively ori-
ented research program. Their treatment
is reminiscent of a signal-detection anal-
ysis. Following Catania's earlier distinc-
tion (Catania, 1973), Baron, Myerson,
and Hale distinguish between structural
and functional questions. Cognitive work
on attention has tended to focus on issues
of structure; behavioral work on rein-
forcement has tended to stress functional
relations. Regardless of interpretative
language, the two kinds ofquestions may
be viewed as important and complemen-
tary. Their work suggests one way that
data generated from both behavioral and
cognitive traditions might be brought to
bear on the analysis ofimportant behav-
ioral phenomena.

Epling and Pierce (Chapter 4) review
several lines of work conducted with
nonhuman animals that might have ap-
plied implications. In addition to re-
search associated with Herrmstein's equa-
tion (the matching law), they identify
economic (or regulatory) approaches to
schedule effects and schedule-induced
behavior as significant. They suggest, for
example, that some clinically interesting
behavior that has been difficult to un-
derstand might be understood as exam-
ples ofadjunctive behavior. Such behav-
ior is induced as a by-product of a
reinforcement schedule for some other
response. Buskist and Morgan (Chapter
9) show that under certain conditions,
human cooperation and competition vary
as a function of operant contingencies in
a way that would be expected from basic

principles. They relate these results to
phenomena described by social psychol-
ogists. The possibilities of connections
between behavior analytic methods and
conceptions and work in social psychol-
ogy is exciting.
These kinds of similarities are surely

provocative and suggestive of the broad
applicability of behavior principles. Yet
here, too, caution is in order (Chapters
1, 2, 3, 5, 10).
Schwartz and Lacey's concern (Chap-

ter 3) is that the similarities, and indeed
the familiar behavior principles them-
selves, might be the product of highly
constraining experimental preparations.
They argue that processes that are ac-
knowledged by such everyday terms as
intentions, goals, creativity, beliefs, and
purposes operate in natural environ-
ments but are suppressed in highly con-
straining environments. Thus, for ex-
ample, reinforcement emerges as a
prepotent process only because experi-
mental conditions inhibit the effects of
the other processes. Reinforcement and
other familiar behavioral processes will
be prepotent in human behavior,
Schwartz and Lacey argue, only in en-
vironments that are constraining in much
the same way as the Skinner Box is, the
factory being one such instance. An im-
plication of their argument is that be-
havior theory does not describe the be-
havior ofhumans (or nonhuman animals)
generally but only in particular constrain-
ing environments. We humans can con-
struct environments (e.g., schools, clini-
cal institutions, etc.) that are constraining
so that behavior conforms to behavior
theory. Or we can construct environ-
ments that allow the full range ofbehav-
ior potentials.

Schwartz and Lacey's arguments seem
highly dubious, however (see also
Brownstein & Shull, 1985). Again, they
seem to be taking characteristics of an-
alytic preparations to be characteristics
ofbehavior principles. We may agree that
the work of artisans is not easily concep-
tualized as repetition of brief pieces of
behavior reinforced by arbitrarily con-
nected, discrete, obvious consequences.
But that does not mean that reinforce-
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ment and other familiar behavioral pro-
cesses are not operating in complex com-
binations. Responses, stimuli, and
reinforcers are not normally brief, dis-
crete, obvious, independent events. Spe-
cial pains have to be taken to construct
analytic preparations with those prop-
erties. Many behavior analysts would see
many complex contingencies operating
in the kinds of situations that Schwartz
and Lacey describe as being outside the
purview of a behavioral interpretation.
Also, it may be worth emphasizing that
an appropriate behavior analysis recog-
nizes other classes ofcontrolling relations
than reinforcement. And the stimulus and
response classes can vary enormously in
complexity. Readers who have studied
material such as Skinner's Verbal Behav-
ior (1957), Zuriffs (1985, 1986) analysis
of behaviorism, or Ferster's (1972) anal-
ysis of clinical phenomena will find
Schwartz and Lacey's characterization of
behavior theory inaccurate and their ar-
guments unconvincing. (Furthermore, as
elaborated above and below, it is doubt-
ful that the behavior of workers in a fac-
tory exemplifies the straightforward
strengthening effect of response-contin-
gent reinforcement. The social/verbal
contingencies are much too complex for
that interpretation to be plausible.) Their
chapter does, however, usefully raise
questions about the kinds ofevidence that
would demonstrate the comprehensive-
ness of behavior theory.
A second kind of concern about the

interpretation of similarities is expressed
in several chapters (1, 5, and 10). Similar-
appearing outcomes can result from very
different controlling relationships. Con-
sequently, similarity in the form of be-
havior, or even in the form of functional
relations under restricted conditions, does
not demonstrate that the controlling re-
lations are similar. In several chapters
this point is presented as an attack on
behavior analysis as an approach. Yet be-
havior analysts are very familiar with the
point: behavior is classed in terms of
functional relations rather than in terms
of form or topography (e.g., Skinner,
1957; Thompson & Zeiler, 1986; Zuriff,
1985). The distinction between contin-

gency-shaped and instructed (or rule-
governed) behavior (e.g., Skinner, 1969)
is one familiar example. The former may
exemplify the direct effects of reinforce-
ment in strengthening a particular class
ofresponses; in the latter case the instruc-
tions are functioning as antecedent stim-
uli of some sort that evoke particular re-
sponses due, presumably, to a complex
history relative to instructions. The be-
havior of adult, verbal humans is likely
to be influenced by instructions, implic-
itly or explicitly arranged, whereas that
of nonhumans is most likely not so in-
fluenced. An important implication is that
formal similarities between human and
nonhuman behavioral phenomena might
be superficial. Important differences
might emerge when conditions are
changed in particular ways. Instructed
behavior, for example, in contrast to be-
havior directly shaped by reinforcement,
is at least partly controlled by the stim-
ulus events that we call instructions and
so may be relatively less influenced by
current contingencies (Chapters 1, 2, 5,
and 10). Furthermore, the response forms
evoked by instructions and those forms
directly shaped are members of different
operant classes. And the classes con-
trolled by instructions may be very com-
plex indeed, describable by terms like
knowledge. It is not surprising, then, that
the effects of various operations are dif-
ferent depending on the kinds of vari-
ables that evoked and maintained the be-
havior. What may be surprising is that
the authors of several chapters see such
differences between instructed and non-
instructed behavior as favoring a cogni-
tive over a behavioral theoretical ap-
proach (Chapters 1 and 10). Again, we
may agree with critics (e.g., Chapters 1
and 10) who correctly point out that we
do not yet have rigorous behavioral anal-
yses of these kinds of phenomena. But
again we respond that we see little evi-
dence that other theoretical approaches
have generated more effective accounts.
A behavioral analysis can be as super-

ficial and off the mark as any other type
ofanalysis (Ferster, 1972; Michael, 1986).
The class membership of similar re-
sponse forms can be misidentified, and
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procedures can be described simplisti-
cally. Ferster (1972), for example, has ar-
gued that it is a mistake to assume a sim-
ple one-to-one correspondence between
human token economies and token re-
inforcement schedules studied with non-
human animals. He has suggested that
token economies work for reasons other
than that the tokens are conditioned rein-
forcers due to having been correlated with
primary reinforcers. Tokens likely serve
complex stimulus functions within a
complex social network ofcontingencies.
These kinds ofcomplexities and their im-
plications are not developed in the re-
views of token systems (Chapters 3 and
7). To the extent that these other factors
are important, failure to recognize them
and their effects will lead to procedures
that are less effective than otherwise pos-
sible. Furthermore, when the analysis
proceeds without due sensitivity to the
complex controlling relations that might
be operating, the behavior analyst will be
unprepared for certain kinds of effects of
various operations. Michael (1986), an
experienced behavior analyst, stated the
point forcefully: "Incorrectly used tech-
nical language is worse than common-
sense language since it suggests an
expertise that is not present, and by im-
plying that the situation is well under-
stood may head off serious attempts to
understand it." (p. 16)

Critics (e.g., Chapters 1 and 10) are
appropriately sensitive to cases where be-
havior analysts have equated procedures
and behavioral results on the basis of su-
perficial similarities. What is unfortunate
is that such critics attribute the incorrect
interpretations to the behavioral ap-
proach per se instead of to faulty or in-
complete behavioral analyses. The un-
fortunate consequence is that the critics
then conclude that a shift toward a cog-
nitive theoretical approach will solve the
problem. If, however, superficiality ofthe
behavior analyses or incompleteness of
our understanding ofbehavior principles
is the problem, an effective solution would
be better training in behavior analysis so
as to produce more sophisticated empir-
ical and conceptual behavior analyses
(Michael, 1980, 1986).

Acknowledgment of ignorance should
be tolerated, even encouraged, in any sci-
ence. It may well turn out that aspects of
human behavior cannot be described
comfortably by principles revealed in re-
search with nonhuman animals (Hayes,
1987). But our hunch is that we will be
most likely to discover the limits of our
behavior principles by focusing our re-
search and analyses sharply on those
principles and on critical aspects of hu-
man behavior (e.g., Catania, 1980). To
do this effectively requires a sophisticat-
ed understanding of behavioral princi-
ples and the courage to push those prin-
ciples to their limits in a rigorous,
disciplined manner. It is easy to give up
in the face of tough cases. But unless the
approach is pursued vigorously, we will
never know its inevitable shortcomings.
We would hope also that when the need

for new principles is documented, some
effort is made to establish relationships
between the new principles and tradi-
tional ones. Sidman's (1986) attempt to
relate stimulus equivalence effects to tra-
ditional principles through a classifica-
tion of contingencies is exemplary.

Unless principles are developed sys-
tematically, behavior analysis, as a field,
may end up as fragmented as psychology
as a whole. This would be most unfor-
tunate because one ofthe special features
ofbehavior analysis has been its system-
atic approach: our subject matter can be
organized within a coherent framework.
Doing so may reveal previously unno-
ticed commonalities as well as significant
gaps or anomalies which, in turn, can help
workers set priorities for their research
efforts. Skinner (1938) made much the
same point about the value of a system-
atic approach to the analysis ofbehavior:
The mere accumulation of uniformities is not a
science at all. It is necessary to organize facts in
such a way that a simple and convenient description
can be given, and for this purpose a structure or
system is required. The exigencies of a satisfactory
system provide all the direction in the acquisition
of facts that can be desired. (pp. 44-45)
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